Optimization, MATH 164
re UCLA
Winter 2025

Homework 3

Due on Wednesday, February 12, 2025.

Problem 1: Analysis of non-convex projected gradient. Let L > 0 and a € (0,2/L). Let f: R® - R
be L-smooth and C C R™ be nonempty closed convex. Consider the projected GD method

Tpr1 = e (2 — aV f(2k))
for k=0,1,... with g € C.

(a) Show that
IGa(@r)|* < (Galzn), Vf(x1))

for k=0,1,....

(b) Show that
Flarer) < flaw) — a(l = 5)[|Galzr)l.

(c¢) Assuming inf,cc f(x) > —oo, show that Gy (z) — 0.
Hint. For (a), use the projection theorem. For (b), use the L-smoothness lemma.

Problem 2: A gradient provides a cutting plane for solutions. Let f: R™ — R be convex.
(a) Show that if V f(z) # 0, then

argmin f C {y € R" [(V f(z),y —z) <0}

(b) The above inclusion implies that a non-zero gradient at € R™ defines a half-space (which
boundary goes through x) in which minimizers don’t lie. Draw a 2D depiction of this.

Problem 3: Simple projections. Provide formulae for the projections onto the following sets.
(a) {reR"|x; >0,i=1,...,n}.
(b) {z e R"[[l«]| < D}.

(c) {ZzeR"|l; <x; <wi,i=1,...,n}, where [,u € R™.



Problem 4: Projection onto a subspace. In this problem, we will compute the projection onto
C ={x € R"| Az = b}, where A € R"™*" has rank(4) = m < n and b € R™. Use the notation

—a{— b1

fan bg
A= 2o b=

—ar, — bm

The optimization problem of interest is

e . 1 2
minimize sz — xo||%,
subject to  gi1(z) =0

T
7

where g;(x) =alx —b; fori=1,...,m.
(a) Using the method of Lagrange multipliers, show that an optimal x satisfies
z—x9= AT\, Ar =b
for some A € R™.

(b) Show that the corresponding A is given by

A= (AAT) 7L (b — Axy).

(c) Show that

Hc(l‘o) =x0 + AT(AAT)_l(b — A:Eo)

Problem 5: Prozimal interpretation of projected GD. Let f: R™ — R is differentiable, C' C R” be
non-empty closed convex, and o > 0. Recall that the projected gradient descent has the update

Tpp1 = Ho(zp — aV f(x)).

Show that z;11 can be equivalently defined as

. 1
T = argmin { f(ar) + (VF(er),y = @) + 5y — o}
yeC «Q

Remark. The interpretation is that the k-th projected GD step is minimizing over the constraint
set C' the first-order Taylor expansion of f about x; with an added “proximal term” that penalizes
moving away from xj too much. So it is minimizing a simpler approximation of f while staying in
proximity to x, which is the region where the approximation is accurate.



